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The Committee on Human Factors was established in
October 1989 by the Commission on Behavioral and Social
Sciences and Education of the National Research Council
in response to a request by the Office of Naval Research,
the Air Force Office of Scientific Research, and the Army
) Research Institute for the Behavioral and Social -
Sciences. In addition, its sponsors currently include o ¥
the National Aeronautics and Space Administration and
the National Science Foundation. The committee's
principal objectives are to provide new perspectives on
e s theoretical and methodological issues, to identify basic
research needed to expand and strengthen the scientific
basis of human factors, and to attract scientists both
inside and outside the field to perform the needead
research., Its overall goal is to provide a solid
foundation of research as a base on which effective
human factors practices can build.

Human factors issues arise in every domain in which
people interact with the products of a technological
society. To perform its role effectively, the committee
draws on experts from a wide range of scientific and
engineering disciplines, including specialists in the
fields of psychology, engineering, biomechanins,
cognitive sciences, machine intelligence, computer
sciences, sociology, and human factors engineering.
Experts in additional disciplines also participate in
the working groups, workshops, and symposia organized by
the committee. Each of these disciplines contributes to
the basic data, thecry, and methods needed to improve
the scientific basis of human factors.

bDuring the past decade the human operator has been
assuming a new role relative to technology, namely that
of supervisor of an otherwise automated machine, which
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in turn may be controlling a vehicle or dynamic process
through its own artificial sensors and effectors.
Existing models and analytical tools for understanding
this new form of human-machine relationship have been
found wanting., The added complexity of such a
supervisory control system also raises questions about
the most effective methods for performing experiments
with it, such as what level of simulation is appropriate
nr whether it is better to collect data from the actual
system in operation.

To explore these issues, nine experts met for two
days in Sarasota, Florida, in Pebruary 1983. The group
was charged with answering two questions: (1) How
should experiments in supervisory control be carried out
so that useful models can be inferred and validated?

(2) What does the designer of supervisory control systems
need from the researcher, and how can communication
between them be effected?

This report provides neither simple answers nor
policy recommendations with respect to those questions.,
The answers we provide are in the context of our
discussions on research and design (Chapters 3 and 4),
which take up each of the two questions in turn. It is
our hope that the efforts initiated by the workshop can
be continued by researchers involved in the design and
use of supervisory control systems.

In addition to the nine experts, a number of people
contributed in important ways to the success of the
workshop and to this report. Robert T, Hennessy, the
committee's study director in 1983, planned and
organized the workshop. Stanley Deutsch, the
committee's study director, made valuable contributions
in drafting and organizing the report. Christine L,
McShane, editor of the Commission on Behavioral and
Social Sciences and Education, was extremely helpful in
improving the organization, clarity, and style of the
report. Elaine McGarraugh provided editorial and
production assistance. Jeanne Richards and Anne Spragque
provided extensive secretarial and administrative
support,

Thomas B. Sheridan, Chair

Workshop on Research and
Modeling in Supervisory
Control Behavior
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SUMMARY

Supervisory control is the human activity involved in
initiating, monitoring, and adjusting processes in
systems that are otherwise automatically controlled. 1In
February 1983, the Committee on Human Factors convened a
two-day workshop to recommend approaches to research on
this subject and procedures for translating the results
into design practice. This report covers three major
themes that emerged from the discussions: (1) concepts
and characteristics of supervisory control systems, (2)
the choice of appropriate research vehicles, and (3) the
interchange between researchers and designers.

THE CONCEPT OF SUPERVISORY CONTROL

The term supervisory control generally is used to
indicate that one or more human operators are setting
initial conditions for, monitoring and intermittently
adjusting, and receiving information from a computer
that itself closes a control loop (i.e., interconnects)
through external sensors, effectors, and the task
environment. Another form of supervisory control is
involved when a control cor—uter makes complex
transformations and integrations of data for display and
generates detailed control actions from the operator's
commands without immediate feedback to the supervisor,
Mediation between the operator and the system processes
by an intelligent computer, akin to a knowledgeable
human staff member, is the key characteristic of a
supervisory control system.
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THE IMPORTANCE OF MODELS

Development of explicit models of supervisory control
behavior appears to be an effective means of
coordination among researchers as well as a means of
communication with designers. Models can serve as a
common referrent for research at all leveis, identifying
data needs and generating specific predi.tions that can
be tested empirically at all levels, fr¢m the real world
to the laboratory. Validated models ::» :1lso serve as
o - the medium for communication with des:gners, since models
' s provide quantitative behavioral information in a form
that designers are accustomed t¢ uzing.

RESEARCH ISSUES

Researchers can contribute to the design process by first
understanding it, then by providing designers with infor-
mation gained from research in a form that is useful to
them. This implies a greater need for communication and
coordination between designers and researchers.

There is no shortage of research issues in the field
of supervisory control. Research is required at aii
- ; levels, from the actual systems to the most basic
Bl | laboratory experiment. At the level of both real systems
and complex simulations, research results are likely to
take the form of more questions, to be restated as more
generalized concepts and examined with greater control
in limited or more abstract simulations or in the
laboratory. These results in turn must be used in
specific applied research and design in order to be
validated.

This process of research and validation is expensive

I

t and time-consuming but nevertheless necessary, since the
W principles and theories of supervisory control must be
E,wmvuqu proven to be relevant ultimately in the real environment
E ' of automated machine systems. A common view of

?" supervisory control, i.e., a framework for research and
o for cooperation and coordination of research activities
7 at all levels, is essential. Work at any single level

e alone will provide neither economical answers to applied
- problems nor generalized principles that can be used

Q with confidence., Only by spanning the full range of

- research vehicles, from real systems to the laboratory

h. and back again, will the knowledge gained both be

% applicable to the design of actual systems and contribute
[

{
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to a cumulative base of scientlfxc knowledge about
supervisory control.

SUMMARY CONCLUSIONS

1. It is useful to characterize the emerging class of
human—supervised,‘computer-controlled syétgms by strict
as well as broader definitions. Salient concepts involve
hierarchy, cycles of goal setting and seeking, and trust,

2. No single or simple model ~f supervisory control
is appropriate at this time. Various models have emerged
and are useful as paradigms for analysis and experiment. -
More sophisticated models will be in demand to suide
research and design in the future. Supervisory control,
while reducing the human operator's participation as a
manual controller, depends on human decision-making
skills and is vulnerable to error in that decision
making. .

3. Experimenting with supervisory control systems is
difficult for a variety of reasons. Various research
vehicles, including real systems, high- and low-fidelity
simulations, and laboratory settings, are appropriate at
different stages of research,

4, Experienced subjects are essential for research.
Researchers must cope with individual operating styles
and multiple measures of subject performance.

5. Supervisory control systems can never be
completely closed, since the human supervisor must have
the capability to set subgoals. The interface of
supervisor and computer, especially with regard to high-
level cognitive interaction, poses a number of unsolved
problems.,

6. Better gu1dance from researchers is needed for
designers and operators, in the form of principles and
checklists., Better feedback in the form of lessons
learned is needed from operators to designers and
researchers,
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l: INTRODUCTION

Human factors as a professional field is primarily

- concerned with the compatibility of pecple and equipment
in technological systems. Since World War II, a major
emphasis has been on the role of people as system
controllers. The design of control systems has gone
through dramatic changes in the past 40 years and is now
well into the "third wave," to use Toffler's term, of
human-machine contrcl! systems, (Toffler, 1980).

The first wave was characterized by concantration on
the interface itself: the design of displays and
controls with emphasis on vision, hearing, anthropometry,
etc., The models were simple generalizations of tabular
experimental data that were easily adapted to design
handbooks (the use and refinement of which is still very
much in order). The emphasis of the second wave, in the
classical manual control tradition, was on the dynamics
of the entire control loop: human and machine are
essentially coupled and cannot be analyzed separately.
The closed loop block diagram was easily adapted by both
researchers and designers. The third wave is brought
on, of course, by the advanced technology of the computer
and its ability to automatically control, to generate
integrated information displays, and to serve as an
expaert or cognitive aid to operators, on the basis of
both prior and current data inputs. The third wave
appears to be more extensive and pervasive than the
other two.

While we certainly know how to design systems
incorporating the technology of the first two waves, we
are neophytes in knowing how to design systems in which
a person nominally directs and oversees processes

4
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controlled by a computer, an interaction known as super- fﬁ
- visory control. We know little about what strategies }ﬁ
are or might be used bty the human operator or the -
conputer, how to relate available resources to contrul :Ej
demands, how best to allocate functions to people arad f}i
computers, or how errors arise in the interaction. At
Nevertheless, the very availability of the new computer- Y
based technology seems to have set its own imperative }i
that both government and industry adopt it, whether or ol
not the art and science of design are ready. %ﬁ

B A Supervisory control occurs in a variety of systenms,

e A for example, conventional or nuclear power plants,
propulsion systems, modern aircraft, and command,
control, and communication systems. Supervisory control g
behavior has been the subject of numerous research 84
projects, and there has been considerable interest and :
effort in the direction of modeling this category of
control behavior, using extensions of human performance
modeling. However, since most of this work has focused
on a particular system, there is a need to broaden the
conceptual understanding and to develop general
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principles for the practical aspects of job design for j%
human controllers. In recognition of this need, the 3
committee devoted one of the six chapters of its report )
L Research Needs for Human Factors {(National Research i‘
o Council, 1983) to discussing a broad spectrum of research S
to provide the data and principles for design of future B

supervisory control systems,

There is serious controversy over the research
strategies appropriate for investigating supervisory
control issues and how to approach modeling of super-
visory control behavior., And there is no established
protocol for verifying and validating research and
modeling results through comparison with supervisory
control performance in actual systems.

There appear to be three alternative approaches to
the study of supervisory contr-l behavior: (1) to study
actual systems operations, e.g., power plant coperations
or commaud and control centers, by monitoring and
analyzing everyday., complicated tasks and events and

S
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h! applying principles and lessons learned to new .
&} situations, (2) to develop and use large-scale N
QH simulations, with all the attendant problems of cost, }
gﬂ personnel training, and operation, and (3) to adopt or %
gf develop simplified paradigms suitable for small-scale X
o laboratory studies, with the risk of missing critical
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conditions and the difficulty of generalizing results to
full-scale operations, °

The workshop that is the basis of this report
continued the theme of the chapter in the committee's
report; we attempted to identify the research that would
improve our understanding of supervisory control
behavior. The principal topics we discussed were how
the research could be accomplished and how the results

- could be translated into design practice. Stated in the

form of questions, the workshop had. two objectives:

1. How should experiments in supervisory control be
carried out so that useful models can be inferred and
validated? Should real (usually complex) systems be
observed directly, even though experimental control is
not practicable? Should real systems be simulated in
relatively high fidelity, to permit controlled experi-
ments in which malfunctions, such as overloads and
failures, are forced to happen? Should experiments be
downscaled to much simpler tasks that are somehow still
analogous? Should all these approaches be pursued? How
can investigators in the area share facilities and dataz

2. What can researchers offer to designers of
supervisory control systems, and how should the transfer

occur? Given that cognitive and supervisory control

research results and models are {(and are likely to
become) more complex and more qualitative, how do we
move from this research/modeling domain to the design
domain? That is, what design recommendations can we
make to best serve designers' needs?

Each participant prepared a brief paper on these
questions, which served as starting points for discussion
at the workshop. These papers, synthesized with the
results of our discussions, form the contents of this
report. We attempted to capture all the ideas expressed
and organize them in a coherent manner. Several topics
are treated in more than one place, (e.g., goal setting
and seeking), and some topics are given greater emphasis
than others, (e.g., subjects in experiments involving
performance measurement). Our intent is to reflect the
character of the discussions at the workshop rather than
to provide a tightly organized and balanced treatment of
all issues in conducting research on supervisory control
behavior,

The report is divided into five chapters: Chapter 1
i3 an introduction to the report, Chapter 2 presents
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the concepts and characteristics of supervisory control
systems. Chapter 3 addresses research needs to better
understand and predict the behavior of people functioning
as system supervisors, including the issue of which
research vehicles (i.e., real-world, simulation, or
laboratory) are appropriate for different research
purposes and the related issues of choosing subjects and
measuring performance. Chapter 4 discusses the develop-
ment of fundamental principles of design of supervisory
control systems; it deals specifically with communication
between researchers and designers, areas in which
researchers can be helpful to designers, and some
thoughts on the nature of the design process. This
chapter explicitly recognizes that supervisory control
behavior, whatever its intrinsic interest as a topic for
basic research, has become a matter of concern because
of its implications for the design and function of actual
systems. Chapter 5 presents a number of conclusions
that emerged from the workshop discussions.

It is important for researchers to recognize that
the interest in understanding supervisory control
behavior is to effect practical improvements in the
design of future systems. If they are to contribute to
these improvements, they must be aware of th2 problems
and constraints faced by designers, the kind of

information they need, and the nature of the design
process,
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2: THE CONCEPTS AND CHARACTERISTICS
OF SUPERVISORY CONTROL

DEFINITIONS

Simply stated, supervisory control refers to all the
activities of the human supervisor who interacts via a
computer with a complex and semiautomatic process. The
term supervisory control is derived from the close
analogy between the characteristics of a supervisor's
interaction with subordinate human staff members and
interaction with automated subsystems. A supervisor of
people gives general directives that are understood and
translated into detailed actions by staff members. 1In
turn, staff members aggregate and transform detailed
information about process results into summary form for
the supervisor. The degree of intelligence of staff
members determines the level of involvement of their
supervisor in the process. Automated subsystems permit
the same sort of interaction to occur between a human
supervisor and the process (Ferrell and Sheridan, 1967).
As the committee's report discusses (National Research
Council, 1983), supervisory control behavior is inter-
preted to apply broadly to vehicle control (aircraft and
spacecraft, ships, undersea vehicles), continuous process
control (oil, chemicals, power generation), and robots
and discrete task machines (manufacturing, space,
undersea mining).

In the strictest sense, the term supervisory control
indicates that one or more human operators are setting
initial conditions for, intermittently adjusting, and
receiving information from a computer that closes
control loop (i.e. interconnects) through external
sensors, effectors, and the task environment (Figure 1).
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Vel

. In a broader sense, supervisory control is involved when

o a computer makes a complex transformation of data to
produce integrated (chunked) displays, or retrans-
forms operator commands to generate detailed control
actions even without immediate feedback.

The essential difference between these two
characterizations of supervisory control is that in the
first and stricter definition the computer can act on
new information relatively independently of and with
only hlanket authorization and adjustment from the
supervisor; that is, the computer implements discrete
sets of instructions by closing the loop through the
environment (completing a causal chain). 1In the second
definition the computer's detailed implementation is
open loop. The two situations may appear similar to the
supervisor, since he or she always sees and acts through
the computer (analogous to a staff) and therefore may
not know whether it is acting open-loop or closed-loop
in its fine behavior. In either case the computer may
function principally to implement the supervisor's
commands, principally to interpret incoming information
from below and give advice to the supervisor, or both.

Two of the principal characteristics of a supervisory
control system are semiautonomous action and complexity.,
Consequently, the human supervisor cannot simultaneously
et be aware of all events occurring in the system.
Moreover, the supervisor may not have the capacity to
assimilate and assess all factors relevant to making a
control decision, even if he or she had access to all
the necessary information, Therefore, to permit a person
to act as a competent supervisor, the system ideally
would be designed to (1) provide all the information than
is appropriate for a particular decision, but no more,
(2) provide it in the most understandable form, (3)
alert the supervisor to conditions that may require
attention, (e.g., failures), and (4) aid the supervisor
by suggesting possible courses of action or at least
laying out the likely results of the alternatives.

These ideal characteristics require intelligence in
the system. For a system to act intelligently, both to
aid the supervisor and control its own semiautonomous
functions, it must have an internal model of its own
structure, logic, and dynamics. In order to support
strategies chosen by a supervising operator, an
intelligent, assisting computer must also have a model
of the operator's decision style and preferences, For
example, by maintaining data of its operating history,

. R
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the system can provide part of a knowledge base to aid
operators in various ways, such as helping them learn
from their own or other operators' experience or ask
questions about past history, i.e., what happened when.,
It can also help evaluate future possibilities, i.e.,
what would happen if ___ (which implies running the
computer model as a dynamic simulation, possibly in
fast-time, with initial conditions and control or
disturbance inputs specified by the operator). This
same model and data base would be used by the computer
for automatic control and for diagnosing failure.

e m e

S rT o et

S i W T

Levels of Control

It is important to note that currently there are at least
two levels of control, each involving a different
computer with different functions: the supervisory
level, called the human interactive subsystem (HIS), and
the subordinate level, called the semiautonomous task
interactive subsystem (TIS), where specific tasks are
controlled (Sheridan, 1984a). The HIS computer may be
more or less sophisticated in understanding and
implementing commands, assessing situations, or giving
advice, One supervisor-plus-computer (HIS) may serve
many low-level control systems (TIS). It is especially
important to emphasize this fanning out or multiplexing
of control at the lowe~ levels, a proven principle of
organization for both physical and biological systems.,
Figure 1 illustrates the structure of levels of control,
the couplings and the fanning out at the TIS and task
levels.

In the simplest case supervisory control may involve
the simple human decision and action to override or
modify one automatic mode for another; for example, an
elevator operator, observing that a passenger is about

\ to enter the elevator, inhibits and reverses the
automatic closing by pushing the “"door open" button.
Here there is little or no sophistication required in
the communication between human supervisor and computer
(in this cas¢ relay logic). In more sophisticated forms
of supervisory control the human interactive computer
may have elaborate means for advising the operator
(involving text or graphics or both) or for
understanding the operator's queries or commands.
Indeed, the branching or hierarchical structure itself
may be recursive, with more levels of computational

P sy N o Al b LAY

T R N1 4

Sty LT

R

B o OAPRELFAS

D o A
PRI

E

i
)
“

EATRN i 2

"

e

Pl P
.-

.
.

2,

H

A PRIt

e SC i o

1.

A A

],

ZF
4.
.". N3 '.“_:‘ ‘.<,'_ -

3SN3dX3 LNIWNHIAOYD LV 430nQ0Y43Y N
S N e e Wi

-y

'\-.

TS X ol SR S ~\\..f\v-\‘\ T IS SIRRATESS
e

K : et T ALY -\.g\ \.'H %
e I R M i T et e




supervision than is shown in Figure 1. In'any case, the
behavior of the human supervisor tends to be
intermittent more than continuous, cognitive more than
perceptual-motor.

L

£

h]

Human Punctions A

. | i

In all forms of supervisory control there is a typical %ﬁ

five-step c'.le in the human supervisor's behavior Ej

(Figure 2): (1) planning, including the setting of 3

. subgoals relative to the given task goals, (2) "3

: instructing the computer, (3) monitoring its execution Lj

of instructions and making minor adjustments, (4) ?g

’ intervening to circumvent the automatic controller as -4

necessary, and (5) learning from the experience in order &j

to plan better (Sheridan, 1984a). Iterative feedback o

and communication usually occurs between learning and s

planning at long intervals, between intervening and ]
‘ instructing the computer at intermediate levels, and at
. - very short intervals within the monitoring and adjusting

: step.

The importance of these functions for the process
being controlled must be evaluated in the context of the
; . particular system (see Table 1). Every process has four
h!%hiégg;,; possible control modes: (1) normal start/stop, (2)
normal process operation, including automatic control

Mo (l)plan (2)Instruct {3)Monitor (4)Intervene {5)Learn
kg. computer automatic operatjon as necessary

%; adjust set points as

;h‘ needed

2 ——

’i No or short delay

- (inner loop)

;‘:'; Gxgraweney A

b‘..v '

~

. Intermediate delay

o (Intermediate loop)

8.

R Long delay

= (outer loop)

o FIGURE 2 Five-Step Cycle of Human Supervisory Behavior
(g Showing Relative Time for Communication and Feedback
o

o -
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TABLE 1 Matrix to Assess the Relevance of Supervisory _Q:1
Functions to System Control Modes :‘i:
A
System Control Mode ij
“-F’
ot
Normal Normal rault Manage- !;
Human Supervisory start/ Process ment During Maintenance Kﬁ
Punctions Stop Operation Operation (nonoperation) tyg
k‘:'
Planning * * - - ?}\
Instructing * - - -
Monitoring . . . . [
Intervening * - * * Etﬂ
. - “‘1
Learning ¢ * * Fzﬁ
2
Planning (primarily for start/stop) is deciding what to instruct the computer \~j
to control automatically and when to shut down. :E;

iR

Instructing is programming plans into the computer to do (or start to do) G
certain things automatically for normal operation, or to stop -some actions
when they are completed or abnormal.

Monitoring is watching the (usually) normal automatic operation of the syStem
to see if it is satisfactory and manually adjusting set points of automatic . B

controllers as automatic control continues, Lh&
il
-
Intervening is breaking into the automatic control loop to stop one task and 31@
start a new one, to take emergency actions (fault management) manually, or for _.Q
maintenance or repair. : ao
w7

Learning is gleaning from experience what is necessary for better planning or
other supervisory functions.

3

L0

P,

<4
.~

Note with reference to Figure 2 that normal system operation, including set
point adjustment, occurs within the inner loop; minor normal start/stop or
fault management occurs within the intermediate loop:; and major start/stop
and fault management occurs within the outer loop.
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and process tuning, (3) fault or abnormality management
during operation, and (4) nonoperation for maintenance,
repair, or lack of demand. While all process systems
have supervisory functions, there are marked differences
among them as to whether a particular function is

.- performed primarily by the human supervisor or by the
computer. FPor example, in nuclear power plants, the
primary fault management or "engineered safequards

T T T I e A S AR

system” (boron rod insertion, high-pressure coolant t
5 injection) is triggered electronically for extreme &
N et L3 abnormalities, but the human supervisor must take >
SRR follow-up actions and, in the case of less threatening -
failures, manage them entirely. For most complex j
technological processes, it is currently believed that , f
the human supervisor is far better at optimizing in &
nonroutine circumstances than any computer-based optimal F
control system, This is in part because we are unable Q
to quantify the criteria for control and equations for ﬁ

the system, especially in nonroutine situations.

Goal Setting and Seeking £

g

) One way to describe supervisory functions is to analyze g
';&&ﬁghu_J the system in terms of the interplay between goals and ‘

i

means: diven a goal, what means or mechanisms support
that goal; what goals are affected by a given means,
The result is a mapping of the problem space within
which supervisory activities occur. Goals and
specifications propagate from the top down; resources

e P B e S e
FILAND S, P

ox—

and limitations come from the bottom up. Control and fn
decision tasks (what is to be done) can be formulated E
for a process at each level; the reasons for decisions 5
are found at the next higher level; and the resources "
for implementing a process are sought at the next lower =

level (Rasmussen and Lind, 1981). It would be useful to
develop gquidelines to identify the kinds of decisions

e

IS
r v e *
SR A

"

) that are appropriate at each level of the control task, R
B . :
s ™ .r.“
;! Hierarchical Complexity

|

?,f Two subsystems in a supervisory’control system are at

a different levels in the hierarchy if control passes

ﬁl' unidirectionally between them. Several observations can

g! be made about the nature of the complexity of systems

organized in this manner. Complexity is a function both
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of the number of levels and the number of subsystems at
any level. Complexity is also an increasing function of
the time taken for information or control to pass from
its source to its destination and the uncertainty (in an
information theoretic sense) in the relation between
subsystems. Finally, complexity is an increasing
function of the amount of coupling between or among
subsystems,

Several conjectures can be made about how complexity
influences the functions of the supervisor and his or
her perceptions of the system's characteristics: first,
the greater the difference in levels through which
control is organized, the wider the span of control, the
longer the time constant, the more wide-ranging the
effect of control, the greater the complexity
experienced, the greater the probability of loss of
control due to inappropriate action--unless subordinates
exercise local control by interpreting glob